Continuity Cloud Overview

Solution Overview

Prepare for the worst-case scenario with the eFolder Continuity Cloud. Downtime of critical
infrastructure can cost a business dearly. When disaster strikes, backups will not be enough
to keep businesses operating smoothly. The eFolder Continuity Cloud allows bare-metal
backup images stored in eFolder’s storage cloud to be virtualized in the cloud in minutes or
hours, not days or weeks. These virtual servers can then be connected to the Internet and
existing LAN networks through a virtual firewall and router or VPN tunnels.

Technical Overview

The eFolder Continuity Cloud allows fast recovery from partial site or entire site failures. In the
event of a server failure (or the failure of an entire site), a local eFolder BDR appliance can
first be used to easily, quickly, and transparently virtualize the failed server(s) onsite. If the
BDR has been destroyed or is otherwise unavailable, the continuity cloud can be activated to
bring the failed infrastructure back up.

Powerful virtual routing and firewalling features provide easy and, in certain configurations,
fully transparent access to virtualized servers.

To begin using the eFolder Continuity Cloud, a partner submits a critical (highest priority)
support ticket, including details of the resources needed (number of servers, total RAM and
disk space) and the account(s) containing the data for the computers to be virtualized. Our
team will respond to these requests 24/7/365 and will provision one or more continuity cloud
compute nodes for dedicated use by the partner. Once provisioned, the partner will have full
self-management capabilities of the resources on the compute node and will no longer need
to involve the eFolder team to get things done.
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The partner agrees to the acceptable use terms, and then is given RDP access to the compute
node(s). Once logged in to a compute node, partners have full access to self-configure the
virtual router and virtual firewall, allowing the configuration of any needed VPNs and
NAT/PAT policies. If the partner chooses to virtualize a bare-metal backup image directly
without any conversion process (only available for certain types of bare-metal backups, or
where “hot standby” VMs have already been created automatically if using AppAssure), VMs
are configured and spun up. Otherwise, the bare metal backup images will be “restored” or
otherwise converted and copied onto the storage resources dedicated to that compute
node, after which the images can be virtualized. Both Hyper-V and VirtualBox are provided
for maximum compatibility.

The VMs can be brought up with a variety of networking configurations. A test mode is
available where the VMs are fully isolated on a virtual network. More common is the mode
where VMs are bridged to a VLAN that is dedicated to and connected to all of a partner’s
provisioned compute nodes. The virtual router and firewall control the flow of traffic to and
from this internal, private VLAN, to a VLAN dedicated to the external connectivity of the
virtual network. All compute nodes are assigned several public IPv4 addresses.  (IPs are
provisioned as requested, up to one public IP address per VM that needs to be virtualized).
All traffic to these public IPs is automatically routed to the external VLAN dedicated to the
partner’s compute node(s).

The virtual router/firewall thus has full control over the entire network. Virtualized servers can
be exposed ina DMZ, NAT/PAT can be used, IPsec VPN tunnels can be configured, and
VPN connections can be passed through to virtualized servers.

IPsec VPN tunnels are especially powerful for a partial-site failure situation where the
customer site’s firewall is still operational and can form a VPN tunnel to the virtual
router/firewall running in the cloud. In this situation, the internal IP addresses of the
virtualized servers in the cloud can be the same as they were before, and thus users can
transparently use the virtualized servers running in the cloud without any configuration
changes. Additionally, any public services such as POP3 and OWA can be exposed through
NAT/PAT policy rules. Partners then update the DNS records of their servers to point to the
new public IP addresses, and these public services become available again, just as before.

When the original servers are ready to be recovered, the virtualized servers can take
incremental backups, which will update the backed up data normally. The partner can then
download and restore these bare-metal images as they normally would, or request a copy of
the data on a USB drive or NAS device. Finally, the partner submits a ticket to deprovision the
cloud compute nodes, and the cloud compute nodes are automatically wiped clean back to a
well-known state, so that they are ready for use by the next partner.
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Technical Specifications

eFolder Continuity Cloud Node Specifications

Node Size Small Medium Large

CPU 4 Cores 12 Cores 20 Cores

CPU threads 8 Thread 24 Threads 40 Threads
RAM 32GB 64 GB 192 GB

Public IPs 11P 11P 31Ps
Node-Local Logical 1.7 TB Usable 3.5TB Usable 14.5 TB Usable
IO Reliability and RAID 1 RAID 1 RAID 10

Key Features

Virtualization
e Choice of Hyper-V or VirtualBox
o Powered by Server 2012 R2
e Modern CPUs and 1333 Mhz DDR3 RAM
e Good IO performance via RAID10

Virtual Router / Firewall
e Full control of NAT, PAT, and private LAN
network IPv4 space / routing
Full control of firewall security policies
IPsec, LZTP/IPSec and OpenVPN support
Up to 100 Mbps throughput
GUI'management console

eFolder File-level Backup Support

o Data backed up by eFolder’s file-level backup
service can be quickly restored across a LAN
X-connect

o If customer did not opt for off-site OS image,
you have the option to rebuild their server and
apps ina VM

Multiple Failback Options
e Download your data over the Internet
e Have your data shipped via USB/NAS

Enterprise Class Infrastructure

o 99.99% reliability of all core systems

o SAS-70/ SSAE-16 certified data centers

e Fault tolerant server hardware with dual power
supplies and power feeds

Pricing

o Simple all-in-one (CPU, RAM, storage, and
bandwidth) pricing scheme

e Only pay for what you use . No expensive
recurring fees to cut into your recurring margins

Partner Friendly

o Competitive pricing, allowing you to enjoy good
margins while still matching or beating public
cloud pricing

e U.S. based support
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